VR and AR in human performance research—An NUS experience
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Abstract With the mindset of constant improvement in efficiency and safety in the workspace and training in Singapore, there is a need to explore varying technologies and their capabilities to fulfil this need. The ability of Virtual Reality (VR) and Augmented Reality (AR) to create an immersive experience of tying the virtual and physical environments coupled with information filtering capabilities brings a possibility of introducing this technology into the training process and workspace. This paper surveys current research trends, findings and limitation of VR and AR in its effect on human performance, specifically in Singapore, and our experience in the National University of Singapore (NUS).
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1 Introduction

Virtual reality (VR) and Augmented reality (AR) have become popular technologies in the recent era. These technologies enable humans to connect to the digital world. The ability to connect the digital world with the physical world allows one to introduce or alter information, thus widens the possibilities for creation and interaction. Artists can integrate their digital work with the physical space, gamers are able to bring the gaming world out of their computer screens into the physical environment and additional information can be provided in physical workplaces at ease. Singapore is actively participating in this global innovation and research process to discover the use of the technologies.

VR was first invented by Morton Heilig, a cinematographer in 1950 to bring the movie experience to the audience. To date, there are numerous definitions of VR¹² yet all of them point towards a common definition of an electronically simulated environment with the aid of instruments to allow interactions in this environment. There are three main types of display devices for VR: spatial projection, head-mounted device (HMD) and hand-held devices. The most common VR display is HMD due to its ability keeping users immersed in the environment. This immersion is the measure of users' level of "real-ness" in the
electronically simulated environment.

As a variation of VR, AR however, allows users to see the real world and have virtual objects superimposed with the real world. In contrast, VR does not allow users to see the real world and has the virtual environment projected to them instead. This means that AR supplements the real environment instead of completely replacing it. Hence, AR can be defined as a middle ground between the completely virtual environment to the completely real environment\(^3\). The augmented objects should appear to coexist in the real environment and users should be able to interact with these objects with calibrated and programmed instruments, similar to the virtual objects within the VR environment. These calibrated and programmed instruments are otherwise known to fall under the category of human-computer interaction (HCI) consisting of the different means humans can manipulate the virtual/augmented objects ranging from a modern keyboard with manual buttons to graphical interface and speech recognition, etc.

This paper surveys the innovations and research on utilizing VR/AR to improve human performance. Human performance is the measure to the quality of the ability completing any task with three main aspects consisting of speed, accuracy and cognitive load\(^5\). A good increase of human performance would indicate performing a task faster, more accurately and with a reduced attentional demand. Nonetheless, not all the three aspects will always be improved at a given time.

2 VR/AR in Singapore

Current research of VR/AR in human performance around the world encompasses different areas of interest. These include enabling users to conduct a specific task such as operating a virtual keyboard\(^6\), with a change in the typical keyboard controls for an increase in text-entry capabilities; or simulating different scenarios to train spatial awareness and critical thinking process in firefighters\(^7\). In healthcare and medicine, human performance research includes assisting and improving the psychomotor effectiveness of patients undergoing rehab\(^8\); and allowing novice surgeons and medical students to improve hand-eye coordination needed to perform minimally invasive surgeries and interventional radiology procedures\(^9\). The list of inculcating VR/AR for an increase in human performance is not exhaustive.

Singapore acknowledges the potential benefits of VR/AR on its effects to users. The Singapore aviation industry is one of the most established users of VR. VR is applied in flight simulation schools to teach young aspiring pilots on the operations of an aircraft\(^10\)–\(^12\). The medical industry is another interested user\(^13\) which will be explained in the later sections. This paper will survey the current state of research in Singapore particularly in NUS on the effects of VR/AR on human performance, examine the current situations, and discuss its future trends.

In the following, the databases used to search for publications of research performed in Singapore are Scopus, Engineering Village & ScholarBank@NUS. From 1997–2020, there are a total of 313 patents awarded, 280 journal articles, and 207 conference papers published regarding the use of VR/AR and its impact on human performance. Research on the effects of VR/AR on human performance in Singapore focuses on medical training, interventional therapy and manufacturing. The key reason for this emphasis is that manufacturing processes and medical/healthcare procedures are heavily reliant on human operators. Sometimes available information may potentially generate overwhelming responses to the operators when performing a critical task. In addition, the virtually created environment can provide an immersive experience for a safe and optimal transfer of knowledge in training procedures.

Sections 3–5 review the state of research and application on VR medical simulation, AR in surgery and manufacturing respectively. The future trends of VR/AR research applications in Singapore are discussed in Section 6. Section 7 summarizes and concludes this paper.
3 VR medical simulation

Medical simulation is often used to educate and train medical students and junior healthcare professionals. It includes surgical simulation and procedural task simulation. They are especially important to provide training to young surgeons as the trainees rarely get the exposure of surgeries or procedures with a live patient. Minimally invasive surgery (MIS) has risen in popularity, due to its numerous benefits such as reduction of blood loss, reduction in tissue trauma and improved recovery times. As compared to traditional open surgery where the surgeons identify anatomical structures and perform surgery directly, MIS is an image-reliant procedure where surgeons navigate through the patient with the assistance of a camera probe while performing the surgery. Surgeons will need to establish the spatial relationship between the medical image information and the physical surgical site related. This is not an easy task to do for most surgeons and the room for error is very small regardless of surgical procedures due to the delicate nature of the human anatomy.

Hand eye coordination is one of the most important skills for MIS surgeons, in addition to critical thinking, acting and reacting to any changes of situation in the surgical room. Training for medical students or junior surgeons is traditionally performed on a computer with a normal keyboard and mouse, which is inadequate in the transfer of skills to the trainee surgeons\(^{14}\). Therefore, VR is introduced to provide a realistic and safe virtual environment for trainee surgeons\(^{15}\). MIS surgeries such as polymethylmethacrylate (PMMA) injection\(^{16}\), laparoscopy and percutaneous coronary interventions\(^{17-19}\) can be virtually simulated for training purposes. As the environment and the objects are virtual, they can be programmed and tailored to meet the required needs of the trainee surgeons. This allows a wider range of possible scenarios simulated to prepare the trainee surgeons for any situations. VR surgical training systems are developed to further improve the quality of training with the use of haptic devices to control the virtual camera probe and the virtual surgical instruments. Through depth and coordinate calculations, the system will handle the interactions among the virtual objects and provide tactile feedback to the trainees\(^{20-22}\), making the whole experience more immersive and "real". A typical VR medical simulation has two major parts: virtual objects (i.e., virtual organs) being modelled from the medical images obtained during the pre-operation procedure, and trainees navigating through the virtual environment connected to mechanical controllers and the virtual instruments.

However, modelling of the movement during a VR simulation training should not be a one directional approach. Various approaches are explored to model the virtual objects and the behavior of the virtual objects when users interact with them. For example, a virtual gallbladder modelled for laparoscopy training. The gallbladder could not be treated as a single entity when predicting the behavior during interaction. Instead, both active and passive tensions should be considered due to the stimuli and the muscle involved. Various methods such as genetic algorithms and a multi-layered mass spring model are explored to model the biomechanical behavior of gallbladder\(^{23,24}\). A particle-based solution has been proposed to simulate the interactions between blood flow and vessel wall for virtual surgery\(^{25}\). The simulation of blood flow and deformation of vessel is achieved by coupling the smoothed particle hydrodynamics and mass spring model. Beside virtual organs, we need to consider the tools and the tool-tissue interactions. It is not easy to model a catheter which is a tube-like instrument used in interventional radiology. The shape of the virtual counterpart of the catheter has to be changed depending on the control at the proximal end of the catheter. Finite element analysis method has been used to model the navigation of the catheter within human vascular system\(^{17,19}\). In addition, foreign fluids (e.g., PMMA which is a liquid cement for bones) may be used during a medical procedure. The interactions of the virtual PMMA with the
virtual patient and instrument require complicated modelling, as the flow of this liquid cement is in relation to the trainee's control of the virtual instrument\cite{16}. Proper modelling of all virtual entities in the virtual environment increases the immersive experience to the trainees, or in other words the "real-ness" of the virtual simulation.

Software peripherals can also be included in the VR/AR devices during training process such as an intelligent virtual trainer\cite{26}. These virtual trainers provide information to guide the trainee or to provide corrections when the trainee makes a mistake. Ho et al.\cite{27} utilize this intelligent trainer concept albeit in the assembly of hybrid medical devices, reporting an increase in transfer of knowledge with the use of VR as a medium for training. This is due to the immersive experience and the filtering of relevant information to the trainee coupled with VR/AR being a fresh technology to be used in the classroom setting. These software peripherals are still at the preliminary of its research and there are still work needed to fully integrate them into the VR simulations.

Figure 1 shows an overview of VR medical simulation process. There are a lot of factors and components in VR medical simulation and all of which need to be well established in order to make the experience successful. The current research shows improvement on the general dexterity of the trainee surgeons, particularly on their hand-eye coordination to perform complicated control of apparatus. The trainee surgeons are better equipped and are able to learn the surgical procedures in a faster and safer way. But the virtual simulations still lack of peripherals such as the tactile feedback and the prediction of the events after each action made by users. Other senses such as smell, and sound are also yet to be included which may reduce the "real-ness" of the virtual simulation which hinders the critical thinking training process.

4 AR for surgery

Taking into consideration of the advantages and disadvantages, VR is often used for simulation and training. AR would, however, be more appropriate to aid in medical processes, specifically in surgical procedures. Spatial projection is currently the most popular form of display as compared to the other forms of AR display devices such as the HMD which may hinder surgeons' field of view. The additional load of wearing additional glasses whilst handling the surgical tools for the procedures may affect the performance
of the surgeons too.

The current state of MIS surgery requires the surgeon to constantly look at a 2D computer screen while navigating the instruments within the patient. To mitigate this restriction, Kockro et al. proposed the idea of projecting the information gathered from the camera probe onto the patient with a spatial projection display, mimicking an instant "X-ray" vision of the patient \[28\]. This helps the surgeon to have a better 3D visualization and reduces the cognitive load needed to come up with a relation in terms of depth and direction of movement, when navigating the instruments through the 2D computer screen. Though this system proved successful in mapping the patient with the camera probe, the real-time overlay might not be reliable due to the computational processing time and the capabilities of the camera in capturing tight and dark spaces within the patient.

Nowadays, medical images are typically acquired before the actual surgery. The acquired images can be visualized in 3D, calibrated and adjusted during the pre-operation process. Computer Aided Surgery (CAS) is now a broad term referring to all the different clinical and engineering methods where computer is directly applied to surgery including interventional radiology. The different methods include navigation, medical robotics, virtual and augmented realities. Yang et al. from NUS utilized these methods in radiofrequency (RF) ablation of tumors \[29\]. The medical images obtained during the pre-operation can be overlaid onto the patient to aid the surgeon in positioning the RF needles accurately. The overlaid images will greatly improve the accuracy of the surgical process to reduce complications and accidents to happen on the patient \[30,31\]. In addition, hand gestures are introduced \[32\] as an HCI to control the apparatus if the surgeons are unable to touch and handle additional mechanical instruments in the surgical room. Figure 2 illustrates an example of the set-up of the AR spatial display in the surgical room. The example of an overlay of the position of the needle is also shown. The use of AR in the surgical procedure has garnered success in improving the accuracy and speed in the MIS and is a step forwards introducing novel tools into the surgical room.

![Figure 2 AR spatial display setup.](image)

However, most of the research methods requiring the use of spatial projection display has its disadvantages such as occlusion of the projection, lighting conditions and the need for strict calibration of the position of the camera and projector. Tablet-based AR display is the next best alternative and is able to provide additional information to the surgeon at critical moments \[33\]. With possible customization, the tablet
could be mounted at the surgeon's convenience without any disruption of the procedure. The cued information and reduction in cognitive load allow the surgeon to concentrate on more important tasks. In general, both forms of display can be set up within reasonable time without causing any delay to the actual surgical procedure. The setup do not hinder the space in the surgical room too.

5 VR/AR in manufacturing

The manufacturing sector has been a key contribution to the Singapore's economic growth for the last several decades. With the growing competition in the various business sectors, the industry constantly seeks ways to improve the efficiency. In the recent years, there has been an increase in emphasis on safety in Singapore and it is now an important factor in the workplace. Since the current industry is still heavily operator-centered in Singapore, the introduction of VR/AR into the workplace aims to increase the efficiency and improve the safety of operators.

Computer Aided Design (CAD) is key in manufacturing process for designing parts and components. Pang et al. from another NUS team\(^\text{[34]}\) introduced the idea of utilizing AR in this process to help designers view CAD parts out of their computer screens and in the physical world. This provides designers with a better 3D perspective and increases their geometric visualization of the CAD components. This improved 3D visualization reduces the cognitive load for users and results in an increase in the efficiency of the design process. With the progression of object tracking for VR/AR, designers will be able to use bare-hand gestures to manipulate the virtual objects\(^\text{[35]}\). This form of HCI allows the designers to move and alter the size of the components, thus improving the interaction and experience during the design process.

At the operational level, paper and computer-based tasks can be replaced with AR tasks which can enhance the interaction and experience of the operator performing the task. The information needed by the operator can be augmented and filtered onto the physical workspace using a graphic user interface (GUI) and the operator will be able to manipulate this information with basic bare-hand gestures\(^\text{[36]}\). The ability to filter information needed by the operator in real-time reduces the cognitive load required while working on the given task. With the evolution of smart machines, the GUI can also be used to manipulate these machines, making the whole process more intuitive and effective. AR can also be utilized similar to the design process which operators will be able to simulate an assembly process by manipulating virtual objects within the physical environment\(^\text{[37]}\). The virtual simulation allows the operator to further understand the given task and creates room for trial and errors. This results in an increase in speed and accuracy during the actual assembly process and reduces the occurrence of a mishap.

The experience of controlling robots remotely, ranging from life size robots to robot arms can be enhanced with VR. By attaching a camera onto the head of the robot and using an HMD on the other end an operator. The operator will be able to control the robot whilst viewing the environment of the robot\(^\text{[38]}\). This increases the operator's situational awareness. With the addition of controlling the remote robots with bare-hand gestures, the interaction of controlling the robot will be made more intuitive to the operator and reduces the need for complicated hardware for example joysticks that are specifically designed for that situation.

Introducing VR/AR into the manufacturing processes allows users to have a better 3D geometric visualization, intuitive controlling of machine operations, and simulations/practices. These increase the human performance of users in terms of execution speed, accuracy and cognitive load. However, the experience of the implementations is limited due to the lack of haptic feedback between the interaction of the virtual objects. Although there are techniques to calculate the force feedback and display the numerical
information to users, physical tactile feedback is still not well developed and feasible. For example, the use of tactile gloves is costly and complicated with a lot of restrictions in certain situations.

6 Discussion

As shown in the previous sections, VR/AR has promise in enabling a more efficient training procedure and operation process. This leads to motivation for research in these areas in order to establish the effectiveness of incorporating VR/AR into those situations.

Current manufacturing application of VR/AR in the workplace is relatively new despite a strong research interest in academia. This is largely due to the high cost of operation of VR/AR technologies. The projection devices and other hardware can be expensive. Software licensing are not cheap to acquire and maintain too. In addition, the current VR/AR hardware and software often turn out to be not user friendly. All these discourage businesses and corporations from embracing VR/AR for commercial uses. This impact is prominent in Singapore since the shortage of local workers drove the demography in the manufacturing industry to be dominated by foreign workers with cheaper labor cost. As the emphasis on workplace safety grows, a trend to use VR/AR for safety training rises. Through the immersive experience of VR/AR, workers can experience the effects of dangerous actions and subsequent causes by simulating careless or mistaking operations. A sense of awareness and responsibility can be developed for trainees adhering safety in workplaces such as the construction sites.

Virtual simulation for medical procedures helps to create various virtual situations to boost the learning process especially for trainee surgeons whilst a live surgery becomes not easily accessible. However, the learning outcome of simulated training only benefits largely for trainees or junior surgeons. The current state of virtual simulation focuses on the hand eye coordination through mechanical controllers. Such virtual simulation may still lack of some interactivity with the virtual objects. This is due to the difficulty of modelling and predicting the interactions between the virtual instruments and virtual organs as the human body is a complicated system which could not be treated as a single entity when modelling it. There are many biological factors to be taken into consideration when modelling the biomechanics. Nonetheless, there are more investigations on algorithmic techniques such as machine learning to aid the modeling and interaction process. Once the virtual objects can be modelled systematically, medical simulation will offer a more immersive experience to the trainees enabling a better learning of critical thinking through different situations simulated in the VR surgical room.

Introducing AR into the surgical room will be beneficial to surgeons by superimposing value-added information during surgery. However, the research and application in this field are still in its early stage and many factors affect its growth. For instance, the projection latency, miscalibration or error in display may occur that can potentially distort the surgeon's view leading towards mistakes in critical decision making. The human eyes are sensitive to visual cues and if the additional AR display is not properly superimposed, it will affect surgeons during operations.

The integration of different disciplines in Industry 4.0 will bring about different areas such as Artificial Intelligence and Cyber-Physical Systems (CPS) to VR and AR. This will be essentially beneficial towards introducing VR and AR into medical simulation and surgical rooms respectively. One example is the use of cognitive engine. Cognitive engine consists of a knowledge base, reasoner and machine learning component. It is meant to augment the human operator in planning, analysis and decision making. The knowledge base may be collated from medical books, medical records, research papers, and expert knowledge of medical practitioners. During pre-operation, cognitive engine can suggest a sequence of
surgical procedures based on the available tools in the operation theater\cite{41}. The cognitive engine is also capable of streamlining possible surgical actions during the procedure based on instantaneous states of the patient, surgeons and surgical tools. Multiple knowledge bases may be accessed to find references for managing rare surgical cases. With VR/AR technologies, the possibilities of can be simulated and the suggested actions or potential risks can be projected to the surgeon\cite{42}.

Robots have been introduced into the surgical room. One such example is during the RF process, which can be enhanced using a robot to execute the insertion of a RF needle to eliminate the natural shaky hand movements of the surgeon\cite{30,31}. The intelligence component could also be integrated to robots which provides help during the surgical procedures. A shared control system may be formed to help surgeons utilizing robots during the surgical room to aid the surgeons on the possible consequences of the actions or findings\cite{43}. Nonetheless, the intelligent robots will maintain its status quo of not overriding the surgeons on executing the actions but come into as an aid.

Both the manufacturing process and the surgical room today increasingly involves the use of highly complex devices. Together with the recent advancements in embedded software and network connectivity, it is inevitable that both of which in the future will leverage CPS technologies to facilitate dataflow among physical and cyber components\cite{44}. This leads to higher levels of communication and coordination within the surgical room\cite{45,46} and the manufacturing process\cite{47}. This is especially useful for surgical procedures whom benefits from the heavy flow of information. Such information-based architectures promotes a more systematic approach for surgical procedures\cite{48} and have been studied for their effectiveness in improving surgical outcomes\cite{49,50}. In this aspect, VR and AR technologies are uniquely poised to interface surgeons within CPS, presenting data or augmenting their capabilities during the surgical procedures\cite{33} and the manufacturing process. Figure 3 shows the information flow within a CPS and where VR and AR can be integrated to facilitate the delivering of the information to the users in production workcells. We are experimenting different VR and AR methods with the CPS-based workcells.

In light of the Covid-19 pandemic, there are increasing number of people required to work from home.
This has resulted in the shift in operations online. Awareness of VR/AR technology has risen as companies seeking better alternatives to their operations and training programs. Businesses are moving online where shop spaces and inventory can be viewed in a virtual replica\textsuperscript{[54-57]}\textsuperscript{[54-57]}. Customers can visit the virtual shops anytime and from anywhere to do shopping of products of their interests.

The increase in awareness of VR/AR for businesses and corporations in Singapore will, in return lead to a further development of VR/AR research. Hopefully the human performance improvement with the aid of VR/AR technology can help the industry in terms of interest and profit making.

7 Conclusion

In summary, VR/AR has been proven to improve users’ human performance including the enhancement of hand-eye coordination, the increase of 3D visualization skills, and better knowledge transfer and less memory requirements. These benefits allow users to do task faster, more accurately and reduces cognitive load resulting in better human performance due to VR/AR based immersive experience developed. The virtual environment allows different scenarios and options to be recreated in order to suit users’ needs. It could also keep users in a safe environment. Virtual environment would be space saving and essential for small countries such as Singapore too. Research has shown many positive findings using AR/VR with most of the trials and experiments performed in a laboratory setting. While there is a good trend recently with more industrial applications being developed, it will take some time for AR/VR being widely adapted in business. Though it is controversial in qualifying and quantifying the increase of human performance, there are research such as brain activity using electroencephalography is promising and growing\textsuperscript{[59]}\textsuperscript{[59]}.

This paper surveys the state-of-the-art of research, current research trends, findings and limitations in VR/AR on the effect on human performance in Singapore from the perspective of NUS. Some of the applications of VR/AR in Singapore are presented. This research and application listed here is not exhaustive. For example, the use of audio within the VR/AR experience to increase the immersive process\textsuperscript{[58-57]}\textsuperscript{[58-57]} and usage of VR/AR for psychological and physical therapy\textsuperscript{[58-61]}\textsuperscript{[58-61]}. Educators in Alice Lee Centre for Nursing Studies of NUS use virtual patients to train nursing students and hone their communication skills before their clinical postings\textsuperscript{[62]}\textsuperscript{[62]}. Researchers at the Keio-NUS CUTE Center have conducted many VR and AR research works. They create an interesting interactive, multisensory VR game\textsuperscript{[63]}\textsuperscript{[63]} with four sensory streams fused together simultaneously to achieve realism. As Singapore becomes the first in South East Asia to introduce 5G in which is often recognized as the accelerator for VR/AR, the technology can be widely accepted for many industrial applications in the years to come.
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